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Theory and Application of
Time-Temperature Parameters

Rate Process Theory and the Development of
Parametric Relationships

Much of the early application and evolution of the high-temper-
ature parametric relationships to data for aluminum alloys were
carried out during the 1950s and 1960s under the auspices of the
MPC, then known as the Metals Properties Council (now the Ma-
terials Properties Council). However, the real origins of the rela-
tionships go back considerably further.

The “rate process theory” was first proposed by Eyring in 1936
(Ref 1) and was first applied to metals by Kauzmann (Ref 2) and
Dushman et al. (Ref 3). It may be expressed mathematically as:

r =Ae—Q(S/RT

where r is the rate for the process in question, A is a constant, Q(S)
is the activation energy for the process in question, R is the gas
constant, and T is absolute temperature.

Over the years from 1945 to 1950, several investigators, includ-
ing Fisher and McGregor (Ref 4, 5), Holloman (Ref 6-8), Zener
(Ref 7), and Jaffe (Ref 8) were credited with recognizing that for
metals high-temperature processes such as creep rupture perform-
ance, tempering, and diffusion appear to obey rate process theo-
ries expressible by the above equation.

In 1963, Manson and Haferd (Ref 9) were credited with show-
ing that all three of the parametric relationships introduced in the
section “Introduction and Background” derive from:

_ (log t) o® —logt,
(T—TA)R

where P is a parameter combining the effects of time, tempera-
ture, and stress; o is stress, ksi; T is absolute temperature; and T,,
logt,, Q, and Rare constants dependent on the material.

Larson-Miller Parameter (LMP)

For the LMP, Larson and Miller (Ref 10) elected to use the fol-
lowing values of the four constants in the rate process equation:

Q=0

R=-1.0
T, =—460 °For 0 °R

t, = the constant C in the LMP
Thus, the general equation reduces to:
P = (logt+ C) (T) or LMP = T(C + log t)

This analysis has the advantage that log t, or C is the only constant
that must be defined by analysis of the data in question, and it is in
effect equal to the following at isostress values:

C = (LMP/T) — log t

In such a relationship, isostress data (i.e., data for the same stress
but derived from different time-temperature exposure) plotted as
the reciprocal of T versus log t should define straight lines, and the
lines for the various stress values should intersect at a point where
1/T = 0 and log t = the value of the unknown constant C.

Larson and Miller took one step further in their original pro-
posal, suggesting that the value of constant C (referred to as C,,,
hereinafter) could be taken as 20 for many metallic materials.
Other authors have suggested that the value of the constant varies
from alloy to alloy and also with such factors as cold work, ther-
momechanical processing, and phase transitions or other struc-
tural modifications.

From a practical standpoint, most applications of the LMP are
made by first calculating the value of C, ., that provides the best
fit in the parametric plotting of the raw data, and values for alu-
minum alloys, for example, have been shown to range from about
13 to 27.

Manson-Haferd Parameter (MHP)

For the MHP, Manson and Haferd (Ref 9, 11) chose the follow-
ing values for the constants in the rate process equation:

Q=0
R=1.0
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Under these assumptions, the general equation reduces to:

leog’[—logtA
T-T,

In this case, there are two constants to be evaluated, logt, and T,.
Manson and Haferd proposed that isostress data be plotted as T
versus log t and the coordinates of the point of convergence be
taken as the values forlogt, and T,.

It may be noted that the key difference between the LMP and
MHP approaches is the selection of T, = absolute zero as the tem-
perature where the isostress lines will converge in the LMP while
in the MHP T, is determined empirically, or in effect allowed to
“float.”

Dorn-Sherby Parameter (DSP)

Dorn and Sherby (Ref 12) based their relationship more directly
on the Eyring rate-process equation:

DSP = te AT

where tis time, A is a constant based on activation energy, and T is
absolute temperature.

This relationship, like the others, implies that isostress tests re-
sults at various temperatures should define straight lines when log
t is plotted against the reciprocal of temperature. However, it dif-
fers from the other approaches in that these straight-line plots are
indicated to be parallel rather than converging at values of log t
and 1/T.

Observations on the LMP. MHP, and DSP

The essential significance of the differences in the three pa-
rameters described previously and applied herein may be illus-
trated by the schematic representations in Fig. 1 based on the

6,<0,<0,<0,
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Fig. 1 Comparison of assumed constant stress versus temperature

relationships for Larson-Miller (left), Manson-Haferd (center), and
Dorn-Sherby (right). T, exposure temperature, absolute; t, exposure time, h;
G, test/exposure stress.

relationship assumed of the relationships between log t and 1/T
(Ref 6).

As noted in the previous discussions, the LMP assumes that the
isostress lines converge on the ordinate of a log time versus in-
verse temperature plot, while the MHP assumes convergence at
some specific value of both log t and 1/T. The DSP assumes the
isostress lines are parallel rather than radiating from a specific
value of coordinates log t and 1/T.

As representative data illustrated in this book show, the impact
of the differences on the results of analyses with the three differ-
ent parameters is not very great.

It is appropriate to note that a number of variations on the three
parameters described previously have been proposed, primarily
including such things as letting the values of the various con-
stants, such as the C in the LMP and the activations energy A in
the DSP, “float.” None of these have seemed a useful extension of
the originals. It is common practice to use the available raw data
to calculate or determine graphically the values of the needed con-
stants, but then once established to hold them constant. Allowing
the constants in any of the relationships to float, for example, the
activation energy in the DSP, results in a different type of analysis
in which the isostress lines are curves, not straight lines, and con-
siderably complicates its routine use.

lllustrative Applications of LMP, MHP, and DSP

Several interesting facets of the value and limitations of the
parametric relationships may be seen from looking at representa-
tive illustrations for the following four alloys and tempers where
all three parameters are applied to the same sets of data.

1100-0, commercially pure aluminum, annealed (O)
2024-T851, a solution heat treated aluminum-copper (Al-Cu)
alloy, the series most widely used for high-temperature aero-
space applications. The T851 temper is aged to peak
strength, so subsequent exposure at elevated temperatures
results in overaging, and some microstructural changes may
be expected.

® 3003-0, a lightly alloyed non heat treatable aluminum-man-
ganese (Al-Mn) alloy, widely used for heat exchanger applica-
tions. It is annealed so no further transitions in structures are
anticipated as it is further exposed to high temperatures.

® 5454-0, the highest strength aluminum-magnesium (Al-Mg)
alloy recommended for applications involving high tempera-
tures. Because of the higher alloying, there may be diffusion
of constituent with high-temperature exposure even in the an-
nealed temper.

Many other alloys and tempers are included in the group for
which master parametric relationships are presented in the section
“Presentation of Archival Master LMP Curves.”

It is appropriate to note that some components of the following
presentations are based on the efforts of Bogardus, Malcolm, and
Holt of Alcoa Laboratories, who first published their preliminary
assessment of these parametric relationships in 1968 (Ref 13).



Notes about Presentation Format

Generally, plots of stress rupture strength or any other property
are presented with the property on the ordinate scale and the pa-
rameter on the abscissa, as in Fig. 1100-8. From the descriptions
in Chapter 2, all three of the parameters discussed herein include
both time and temperature, so it is useful to note that the para-
metric plots can also be presented as in Fig. 2043-3, 2024-6, or
2024-7, examples of the three parameters in which at the bottom,
abscissa scales showing how the combination of temperature and
time are represented.

This type of presentation is often useful for individuals using
the parameters for extrapolations, but it is not a necessary part of
the presentation. Therefore, the multiple abscissa axes showing
time and temperature are not included as a general rule through
this volume unless the archival version included them.

It is also appropriate to clarify at this stage that the values
shown for the Larson-Miller parameter on the abscissas are in
thousands and are presented as LMP/103; thus for example, in Fig.
1100-8, the numbers from 13 to 21 on the abscissa are actually
13,000 to 21,000. For the Manson-Haferd and Dorn-Sherby pa-
rameters, the values are as shown.

Alloys 1100-O and H14

Table 1100-1 presents a summary of the stress rupture strength
data for 1100-O and 1100-H14; the discussion immediately
following focuses on the O temper data. This summary is for
rather extensive tests of single lots of material. Other lots of 1100
were also tested, as is illustrated later, but this material was the
basis of the best documented master curves for 1100-O and H14.
The data are plotted in the format of stress rupture strength as a
function of rupture life in Fig. 1100-1 and Fig. 1100-2 for the O
and H14 tempers, respectively.

LMP for 1100-O. Figure. 1100-3 shows the archival master
LMP curve developed for 1100-O derived with a value of the Lar-
son-Miller parameter constant C , , of 25.3. The isostress calcula-
tions leading to the selection of this value of C, , , no longer exist.
Scatter and deviations are small, and the curve appears to represent
the data reasonably well.

MHP for 1100-O. The isostress plot of log t and temperature is
shown in Fig. 1100-4. The isostress lines are not straight nor do
they seem to converge as projected by Manson and Haferd, but
values of the constants may be judged from projections of the
straight portions of the fitted lines as: log t, = 21.66 and T, =
—=500. The resultant master MHP curve is illustrated in Fig. 1100-5.
With the exception of several points obtained in tests at 250 °F, the
fit is reasonably good.

DSP for 1100-O. Calculations of the activation energy con-
stant for the DSP resulted in a value of 44,100, and the resultant
master curve is illustrated in Fig. 1100-6. With the exception of
the data for the lower temperatures, the fit is reasonably good.

Comparisons of the Parameters. All three parametric rela-
tionships represent data for 1100-O reasonably well. An addi-
tional useful comparison test is the degree of agreement in
extrapolated values for predicted rupture life after 10,000 and
100,000 h:
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Desired service LMPrupture  MHPrupture  DSPrupture

Temperature, °F  rupturelife, h strength, ksi strength, ksi strength, ksi
212 10,000 6.0 5.4 5.9
100,000 53 4.0 5.0
300 10,000 3.7 3.0 3.2
100,000 3.0 2.3 2.7
400 10,000 2.5 2.4 1.9
100,000 2.1 1.4 1.5
500 10,000 1.1 1.1 1.0
100,000 <1.0 <1.0 <1.0

There is fairly good agreement among the extrapolated values
for the three parameters, usually 1 ksi or less variation. It is no-
table that the MHP usually provided the lowest extrapolated
value, while the LMP provided the highest, usually by less than
0.5 ksi.

Alloy 2024-1851

Figures 2024-1 and 2024-2 provide graphical summaries of the
stress rupture strengths of 2024-T851 over the temperature range
from room temperature (75 °F, or 535 °R) through 700 °F (1160
°R). The data in Fig. 2024-1 are plotted as rupture strength as a
function of rupture time for each test temperature, and those of
Fig. 2024-2 are plotted as a function of temperature. The raw test
data are tabulated in Table 2024-1, along with the archival
isostress calculations.

LMP for 2024-T851. Table 2024-1 summarizes the isostress
calculations to determine the LMP constant C, ., for 2024-T851.

The calculations show quite a range of potentiL;\fpvalues for C,, b
ranging from about 13 through 26. It is to be expected that
changes in rate-process-type reactions would be in evidence for
2024-T851, as it had originally been aged to maximum strength;
subsequent exposure to high temperatures results in increased pre-
cipitation of alloying constituents at varying rates and, eventually,
recrystallization.

The general tendency is for C,, , to decrease with both longer
rupture life and also with increasing temperature. Since the long-
life values tend to best represent the range into which extrapola-
tions of data for design purposes are most likely to be needed,
there is a general practice to place greater weight on the values of
C, \sp for longer lives.

Figure 2024-3 is a master LMP curve for 2024-T851 based on
an assumed value of CLMP: 15.9. To facilitate interpretation,
time-temperature pairs are shown along with the LMP values on
the abscissa.

Several observations can readily be made. The data for room
temperature do not fit with the remainder of the data and are
ignored in the analysis. In addition, for each test temperature,
the higher shorter-life data plots create “tails” off of the resultant
master curve; these fade into the master curve as rupture life in-
creases. The longer-life and higher-temperature data fit rather
well into a relatively smooth curve, not surprisingly, given the
selection of a value of C deriving most heavily from the longer-
life data.

Figure 2024-4 presents the “extrapolated” curves of stress ver-
sus rupture life for 2024-T851 utilizing the value of C, , = 15.9.
Additional discussion and illustrations of the effect of varying

the values of C are included later.
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MHP for 2024-T851. A graphical presentation of the isostress
lines of log t versus T plotted by the least squares method to deter-
mine the MHP constant is shown in Fig. 2024-5. There is some
variability, especially at the highest and lowest stress values, but a
fair convergence of data at values of log t = 10.3, which becomes
the value of t, and a value of temperature (T,) of 45 °F (505 °R).

Figure 2024-6 is a MHP master curve for 2024-T851. Aside
from the data from room-temperature tests, which have been com-
pletely ignored, the fit is quite good. There is no obvious evidence
of the “tails” for shorter-life data in the MHP curve.

DSP for 2024-T851. Calculations for the activation energy
constant in the DSP, shown in Table 2024-2, yielded a value of
43,300. The resultant master curve derived from analysis with the
Dorn-Sherby parameter is illustrated in Fig. 2024-7. Even the
room-temperature data may be considered to fit reasonably well,
but they were ignored in drawing the main part of the curve. There
is some small evidence of shorter-time data resulting in “tails” off
the curve, but these are much less pronounced than those for the
LMP master curve.

Comparisons for 2024-T851. The master curves for the LMP,
MHP, and DSP in Fig. 2024-3, 6, and 7 are useful for making
some extrapolations and seeing how they compare. For applica-
tions like boilers and pressure vessels it is common to make the
best judgments possible for 100,000 h stress ruptures strengths,
and so in Fig. 2024-8, values of 100,000 h rupture life are shown
for a variety of stresses for 2024-T851.

The first overall observation is that of fairly good agreement
among the extrapolations based on the three methods. There are
subtle differences, however. At higher stresses, the LMP projects
2 to 3 ksi lower (more conservative) rupture stresses than the
other two, while at lower stresses, the LMP and DSP provide 2 to
3 ksi higher rupture stresses. Percentagewise, the significance of
the differences at lower stresses is fairly substantial. The apparent
agreement of the LMP and DSP in this range provides some basis
for putting greater faith in those values.

Alloy 3003-O

Figure 3003-1 and 3003-2 provide graphical summaries of the
stress rupture strengths for 3003-O over the temperature range
from room temperature (75 °F, or 535 °R) through 600 °F (1060
°R). The rupture strengths are plotted in Fig. 3003-1 as a function
of rupture time for each test temperature and in Fig. 3003-2 as a
function of test temperature.

LMP for 3003-O. The original isostress calculations to deter-
mine the C, , for 3003-O are no longer available. A value of C,, .
= 16, the archival master LMP curve in Fig. 3003-3 was generated.
There is some evidence of the “tails” associated with the short-life
test results at lower temperatures, but in total the master curve looks
reasonable and represents most of the data well. Another curve was
also developed using C . = 17.5 illustrated in Fig. 3003-4, and
the “tails” largely disappear, and a smoother curve is generated.

MHP for 3003-O. Figure 3003-5 illustrates the isostress plot
for 3003-0. Convergence is far afield of the plotted data, but val-
ues of the constants were judged to be T, =—230 and log t, = 14.

Figure 3003-6 contains the MHP master curve for 3003-O cal-
culated using the above constants. In this case, “tails” are very
much in evidence for the MHP analysis as for the LMP analysis.
Nevertheless, a seemingly useful master curve for long-life ex-
trapolations is obtained.

DSP for 3003-O. A DSP activation energy constant of 35,000
was calculated from the 3003-0O data, and the derived master DSP
curve is presented in Fig. 3003-7. In this instance, the DSP curve,
like the LMP and MHP curves, shows clearly the lack of fit of
short-life data at several temperatures, but a useful master curve
for long-life extrapolation seems to be present.

Comparisons for 3003-O. Once again, the extrapolation to
100,000 rupture life is used as a basis of comparing the results of
the three parameters, as illustrated in Fig. 3003-8.

Initial inspection shows fairly good agreement; however, once
again there are subtle but perhaps important differences. The
LMP and DSP show the best agreement, especially at lower
stresses, where the extrapolated values range from about 2 to 4
ksi higher than the MHP extrapolations. There is some evidence
that at very low stresses (at or below 2 ksi), the differences are in-
consequential.

Alloy 5454-O

Figure 5454-1 provides a graphical summary of the original
archival stress rupture strengths for 5454-O as a function of rup-
ture life for each test temperature.

LMP for 5454-O. Table 5454-1 summarizes the isostress cal-
culations to determine the LMP for 5454-O. The range of values
of C,,p is relatively narrow, about 11 through 15, and absent any
large trends toward higher or lower values at long rupture lives. In
this case, a value of CLMP of 14.3, close to the average of all calcu-
lations, was used in developing the archival master LMP curve in
Fig. 5454-2.

The LMP master curve is relatively uniform and consistent,
lacking any significant distortions. Figure 5454-3 presents the raw
stress rupture strength versus life data extrapolated based on the
LMP master curve in Fig. 5454-2.

MHP for 5454-0. Figure 5454-4 illustrates the isostress plot
for 5454-O needed to generate the MHP constants. In this case,
there is considerable variation in the shape of the individual
isostress lines, and only those for stresses of about 20 or above
strongly suggest convergence. Giving more weight to those lines
results in values of T, =—161 and log t, =11.25.

Figure 5454-5 contains the MHP master curve for 5454-O cal-
culated using the above constants. Despite the difficulties with
convergence of the isostress lines, the resulting MHP master curve
is relatively uniform and consistent,

DSP for 5454-0. A DSP activation energy constant of 31,400
was calculated, as in Table 5454-2, for the 5454-O data, and the
derived master DSP curve is presented in Fig. 5454-6. In this
instance, the DSP curve, like the LMP and MHP curves, provides
a rather uniform and consistent fit with the data.

Comparisons for 5454-0. Extrapolations for both 10,000 and
100,000 h for 5454-0 based on the three parameters are:



Desired service LMPrupture  MHPrupture  DSPrupture
Temperature, °F  rupturelife h strength, ksi strength, ksi strength, ksi
212 10,000 17 16 17
100,000 14 10 13
300 10,000 10 8 9
100,000 7.5 4.1 5.5
400 10,000 4.1 3.5 39
100,000 32 2.1 2.5
500 10,000 2.3 2.0 2.1
100,000 1.9 (a) (a)

(a) Data do not support extrapolation to this level.

As for the other alloys discussed previously, there is generally
fairly good agreement among values extrapolated from the three
parameters. However, once again the MHP master curve consis-
tently yielded slightly lower rupture strengths than the other
two, and the LMP-based values were generally the highest by a
small margin. The divergence was larger for 100,000 h values
than for 10,000 h values, as would be expected, and at 300 °F,
the divergence was rather significant (a range of 3.4 ksi, about
50%).

Summary of Parametric Comparisons

As noted previously, all three parameters (LMP, MHP, and
DSP) provide generally relatively good overall fit to the raw
data, other than occasional “tails” resulting from deviations of
relatively short-time tests at the lower temperatures from the
broader trends. Since the purpose of the parametric analyses is
long-life extrapolation, it is most important that the longer-time
test data for various temperatures fit a reasonable and consistent
pattern.

Also there was generally fair agreement in extrapolated service
strengths for 10,000 and/or 100,000 h though the MHP rather con-
sistently projected slightly lower long-time rupture strengths than
the other two parameters.

Of the three parametric relationships described previously, the
Larson-Miller Parameter (LMP) was chosen as the principal para-
metric tool to be used by the experts, including those at Alcoa
Laboratories, in developing the bases for extrapolations to project
creep and rupture strengths for longer lives than practical based
on empirical testing. The primary reasoning was that since all
three approaches gave similar results within reasonable experi-
mental error (see the section “Testing Laboratory Variability”), the
LMP was significantly simpler to use both for calculations of the
constant C,, ., and for subsequent iterations with different values
of C,,,p to see how curve fit with raw data was affected. Much of
this work was carried out prior to the era of computer generation
of master curves and was based on relatively tedious and repeti-
tious hand calculations.

Such analyses were routinely used to generate design values for
aluminum alloys for applications such as the ASME Boiler &
Pressure Vessel Code (Ref 14).

Subsequently, the data presentations and discussion throughout
the remainder of this volume focus on applications of the LMP,
and will provide considerable insight into the sources and results
of experimental and procedural variability.
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Factors Affecting Usefulness of LMP

There are several very basic factors that can influence the vari-
ability in the accuracy and precision of properties developed by
parametric extrapolation over and above normal test reproducibil-
ity. Some are experimental in nature; others are within the analyti-
cal and graphical presentations of the data.

Among the most important are the following each of which is
discussed in the following section:

Normal rupture test reproducibility

Testing laboratory variability

Lot-to-lot variations for a given alloy/temper/product

The selection of the constant, CLMP, in the Larson-Miller para-
metric equation

The scales and precision of plotting the master curve

® Microstructural changes that occur in the material as a result
of the time-temperature conditions to which it is exposed

The opportunity to examine all of these variables exists within the
data presented herein.

Normal Rupture Test Reproducibility

One of the most basic factors influencing extrapolations, no
matter how they are carried out, is the variability in creep rupture
test results run under presumably identical conditions, usually re-
ferred to as scatter in test results. In creep rupture tests, the con-
trolled variable is usually the applied stress, and the dependent
variable is rupture life at the applied stress.

Data for 5454-0, taken from the extended summary for a single
lot of plate of that alloy in Table 5454-4, provide some interesting
representative examples of the magnitude of this variation:

Applied  Number Percent
Test creep of Average rangein
temperature, stress, replicate rupture lifefrom
°F ksi tests Rupturelives, h life, h average
350 14 3 64,75, 106 82 +26
350 11 5 484,510, 360, 391, 435 436 +17
400 9 7 158, 188, 170, 198, 132, 166 +20

150, 164

An additional opportunity for comparisons of replicate test vari-
ability exists in the data for 6061-T651 in Table 6061-1. Some ex-
amples from those data are:

Percent
Test Applied  Number of Average Rangein
temperature, creep replicate rupture lifefrom
°F stress, ksi tests Rupturelives, h life, h average
350 21 2 1663, 1912 1788 +14
400 21 6 70, 74,72, 67,72, 69 71 +6
450 13 2 177, 257 217 +24
450 13 2 121, 182 152 +20
450 11 2 681, 941 811 +16
500 13 3 11, 23,33 22 +50
550 8 2 76, 102 89 +15
600 6 2 38,45 234 +8
650 3 2 79, 115 97 +19
700 3 2 15,20 18 +14
700 2.5 2 181, 227 204 +11




8 / Parametric Analyses of High-Temperature Data for Aluminum Alloys

These two examples illustrate the fact that ranges in rupture life
as great as about +20% of the average rupture life are likely to be
seen in replicate tests, and in some instances, even in very reliable
laboratories, ranges of £50% may occasionally be observed.

These observations suggest that when extrapolating data by
whatever means, ranges in average rupture strength at a given rup-
ture life of +1 to 2 ksi should not be unexpected. This provides a
useful yardstick for comparisons of other test variables and the
precision to be expected of extrapolations.

Testing Laboratory Variability

Data for 6061-T651 plate in Table 6061-1 provide a unique op-
portunity to examine the result of having several different testing
laboratories involved in a single program, or in assessing the ef-
fect of trying to compare results obtained from several laborato-
ries. Three different experienced laboratories were involved in the
program for which the results are presented in Table 6061-1; they
are designated simply A, B, and C for purposes of this publication.
All three were deep in creep rupture testing experience, and all
three inputted data for consideration for design properties for the
Boiler & Pressure Vessel Code of ASME (Ref 14).

Some direct comparisons of tests carried out at the same test
temperatures and applied creep rupture stresses are summarized in
Table 6061-7, together with calculations of the average rupture
lives and deviations of the individual values from the averages.
For the 18 direct comparisons available for 6061-T651, the aver-
age difference in individual tests from the average was 22%, with
the individual differences generally ranging from 1% to 41% with
one extreme of an 81% difference.

This average difference of +22% is in the same range as the
variation in replicate tests at a single laboratory from the section
“Normal Rupture Test Reproducibility,” which makes it difficult
to say these differences are related to the laboratories or just more
evidence of the scatter in replicate tests. At any rate, the use of
multiple reliable laboratories does not seem to further increase the
variability in creep rupture test data.

One added note: in the lab-to-lab differences summarized in
Table 6061-7, Lab A reported longer lives in 14 of the 17 cases
where it was compared with Labs B and/or C, and the average dif-
ference for those cases alone was +25%, 3% more than the overall
average, and possibly significant. It is impossible to say many
years in hindsight whether this was related to any basic differences
in test procedures, and therefore which of the labs if any generated
more or less reliable data. Possible reasons for differences from lab
to lab could include variables such as (a) differences in alignment
(better alignment leading to longer rupture lives); (b) differences in
temperature measurement precision, accuracy, and control; and (c)
uniformity of conditions throughout the life of the test.

Lot-to-Lot Variability

Aluminum Association specifications for aluminum alloy prod-
ucts published in Aluminum Sandards & Data provide acceptable
ranges of both composition and tensile properties for each alloy,
temper, and product defined therein. Just as multiple lots of the
same alloy, temper, and product have some acceptable variation in
chemical composition and tensile properties within the appropriate

prescribed specification limits, those lots may also be expected to
have some variability in creep rupture properties. The variability
may be even greater when different products of the same alloy and
temper are included in the comparison.

This is illustrated by master LMP curves developed individually
for three lots of 5454-0, one of rolled and drawn rod and two of
plate, and illustrated in Fig. 5454-7, 8, and 9, respectively. A com-
posite curve was also developed, and it is shown in Fig. 5454-10.
The curves for the separate lots are largely similar in shape and
range for both stress and LMP values, but the LMP constants CLMP
calculated for the three, ranging from 13.954 to 17.554 (the preci-
sion of the original investigators is retained here), with the com-
posite C,, ., being 15.375, resulting in three independent curves
for the three lots.

Table 5454-6 provides an illustration of the variations in extrap-
olated service lives of 10,000 and 100,000 h would be influenced
by the use of data from any of the individual lots of 5454-O. De-
spite the use of the three different sets of data for the three differ-
ent lots, leading to differing C,, ., values, it is very interesting and
useful to note that the 100,000 h. rupture strengths vary no more
than +1 ksi from the composite value and are often much less

divergent.

Effect of LMP Constant (C,,,,) Selection

A very logical concern to the materials data analyst is the effect
of variations in the LMP constant selected for the analysis of a
specific set of data on the precision and accuracy of extrapolations
made based on LMP. This is particularly important as the selec-
tion of the LMP constant may be somewhat subjective, especially
when cold worked or heat treated tempers are involved.

While there are times when a single specific value of the con-
stant may be indicated by the variety of isostress pairs available
for a specific alloy and temper, more often there is a range of LMP
values generated, sometimes varying in some manner with tem-
perature and rupture life. The final selection of constant is often
made in consideration of the part of the LMP master curve most
clearly involved in the extrapolation(s) to be made. In particular,
that is often a value of the constant that best fits the long-life data
points.

Thus it is useful to examine the effects of variations in the range
of LMP constant utilized on the resultant extrapolations, and there
are several data sets available to allow that comparison, including
1100-0, 5454-0O and H34, and 6061-T6.

Alloy 1100-O. Figure 1100-7 illustrates the master LMP
curves for 1100-O plotted using several different values of C , .
based on the calculations in Table 1100-2. Included in the range of
C, \ip Values are the extreme low value of 13.9 observed for 1100-O
to the highest value of 25.3 used in the archival plot (Fig. 1100-3).
It is apparent from Fig. 1100-7 that on the scale used in this plot,
the highest and lowest values of C,, , each lead to a “family” of
curves, while the intermediate value, and especially the value of
17.4, provides a relatively smooth relationship reasonably repre-
sented by a single curve.

It is useful to see how these four LMP relationships based on
the different C ., values would agree when used for extrapola-

LMP
tion for 20 and 50 year service lives. Extrapolated estimated



creep rupture strengths for 1100-O based on these plots are
shown in Table 1100-3. Considering the range in C,,, values,
there is remarkable agreement among the extrapolated values, es-
pecially for the 20 year values. More divergence is noted among
the 50 year values, especially at 200 and 250 °F; at higher tem-
peratures, even the 50 year values are usually within 0.2 ksi
(which is about 10% at the lower levels).

Alloy 2024-T851. It was noted in the section “Illustrative Ex-
amples of LMP, MHP, and DSP” that the isostress calculations
for 2024-T851 led to a fairly wide range of values of C, .. Re-
examination of the isostress calculations in Table 2024-1 illus-
trates that there is a pattern to the variation, such that the values
generated using isostresses at 37 ksi or higher averaged 21.8
while at isostress below 37 ksi C,,, averaged 16 ksi. LMP mas-
ter curves have been generated and are presented in Fig. 2024-9
for the two extremes plus the overall average value of 18.4.

All three curves provide a reasonably good fit for the data, but
as would be expected the fit at higher stresses is better with the
higher value of C,, ., while the fit at lower stresses is better with
the lower value of C ..

It is useful to see how this difference in selection of C, ., values
would affect the extrapolated values for 10,000 and 100,000 h
service stresses:

Desired
service C p=16 C p=184 C yp=218 FromFig.
w rupture rLL’TSture LrMuPpture LrMuF;)ture 2024»4(a€)l,
°F °R life, H strength, ksi strength, ksi strength, ksi ksi
212 672 10,000 49.5 49.5 50.0 49.5
100,000 44.0 45.5 46.5 45.0
300 760 10,000 34.0 35.0 36.5 35.0
100,000 26.0 28.0 31.0 26.0
350 810 10,000 23.0 24.5 26.5 23.0
100,000 14.5 17.5 21 15.0
400 860 10,000 13.0 15.0 17.5 14.0
100,000 8.0 9.0 12.0 8.0
500 960 10,000 5.0 5.0 5.5 5.0
100,000 35 3.5 4.0 4.0

(a) Stress rupture strengths from archival curves generated with C, ., = 15.9

While the extrapolated values depend to a considerable extent
on how the master curves are drawn through the plotted points,
several consistent trends are evident. While there is often fairly
good agreement, it can be seen that the extrapolated values trend
higher with the higher C,,,, values. The good agreement between
the values extrapolated from Fig. 2024-T851 and those from the
table generated with C, ., = 16 is to be expected since the
archival calculations were made with of C,,, = 15.9. The other
trend, also to be expected, is that agreement is better at the
shorter-range extrapolation for 10,000 h than for 100,000 h.

This illustrates the care required to generate C,,,, values pro-
viding optimum fit to the data and to apply great care in drawing
the master curve once the raw data are converted to LMP values
and plotted.

Alloy 5454-H34. Stress rupture life data for 5454-H34 have
been analyzed with two values on C,, ., in Fig. 5454-17 and 5454-
18. The original archival value of C,, , equal to 14.3 was used to
generate Fig. 5454-17, and a more recent review of all the data
generated subsequently (and included in Table 5454-5) were used
to generate the C,,,, = 17 used in Fig. 5454-18.
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In this case, the projections for rupture strengths at 10,000 and
100,000 h for 5454-H34 plate are:

Temperature

Desired service LMP; C =143 LMP: C,,p,=17
°F °R rupturelife h rupturestrength, ks rupture strength, ksi
212 672 10,000 21 20

100,000 15 17
300 760 10,000 10 11
100,000 7.5 8
400 860 10,000 4.1 (a)
100,000 32 (a)
500 960 10,000 2.3 (a)
100,000 1.9 (a)

(a) Data do not support extrapolation to this level.

The agreement in extrapolated rupture strengths is very reason-
able, being +1 ksi in all but one case.

Taken together, these examples illustrate that when using the
LMP every attempt should be made to obtain the C, ,, value pro-
viding optimal fit to the data and drawing the master curves care-
fully. While failure to do so is not likely to greatly mislead the
investigator unless the process is pretty badly flawed, it should
be recognized that the higher C, ,,, values are likely to provide the

least conservative projections.

Choice of Cartesian versus Semi-log Plotting

Historically, most plotting of parametric master curves has been
carried out, using Cartesian coordinates, i.e., with both the prop-
erty of interest (e.g., stress rupture strength or creep strength) and
LMP values on Cartesian coordinates. That was the style used in
developing the archival plots included herein, and that focus has
been retained throughout most of the book.

However, in some instances investigators find that plotting the
property of interest on a logarithmic scale adds precision in the
lower values of the property. The potential value of its use may be
seen by a comparison of the Cartesian and semi-logarithmic plots
for 5454-0 in Fig. 5454-13 and Fig. 5454-21, respectively, in both
cases using the value of C,, ., of 13.9. In the latter, the strengths at
high values of LMP are more precisely defined. However, this
may have the effect of providing greater confidence than is justi-
fied in the extrapolated values in that range.

It is of interest to see what differences are found in the extrapo-
lation of the stress rupture strengths of 5454-O based on the
selection of coordinate systems. Using the comparison referenced
previously for Fig. 5454-13 and Fig. 5454-21, with the value of
C, yp Of 13.9, we find the following values of extrapolated stress

rupture strength at 10,000 and 100,000 h:

Temperature Desired service Cartesian plot Semilog plot
°F °R rupturelife, h Civp =139, ks Cimp=139,ks
212 672 10,000 18.0 18.0

100,000 14.0 14.5

1,000,000 11.0 11.0

300 760 10,000 10.0 10.0
100,000 7.2 7.4

1,000,000 5.0 5.2

400 860 10,000 4.5 4.7
100,000 34 34

1,000,000 2.6 2.5

500 960 10,000 2.5 2.5
100,000 2.0 1.8
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In the case of such well-behaved data as generated for 5454-O,
the semi-log plot does indeed seem to provide added precision to
the extrapolation, but the values themselves differ very little
from the two types of analyses.

As we see in the section “Software Programs for Parametric
Analyses of Creep Rupture Data,” the semi-logarithmic plotting
has been incorporated into some parametric creep analysis soft-
ware. There is also an opportunity to see the impact when the data
generated do not provide as fine a fit as do the data for 5454-0O.

Choice of Scales and Precision of Plotting

Comparison of the curves in Fig. 1100-3 and 1100-7 also pro-
vides an excellent illustration of how important the choices of
plotting scales and precision can be. The raw data that went into
these two plots are identical, but the differences are rather pro-
found.

While the fit in Fig. 1100-3 looks quite reasonable, it is clear
from looking at Fig. 1100-7 that the good appearance of Fig.
1100-3 is based on the high level of compression of the ordinate.
Figure 1100-7 illustrates that with C, ., = 25.3, the master curve
is actually a series of parallel but offset lines for the individual
temperatures. This contrasts with the curve for C, , = 17.4,
which can be well represented as a single relationship at these
scales.

It is interesting to note also that extrapolation with the curve in
Fig. 1100-7 for C,,, = 25.3 (see Table 1100-3) provides rather
good agreement with the better-fitted curves if the extrapolation is
carried out using the individual curves for the temperature of in-

terest and extends it parallel to the higher-temperature curves.

Effect of How the LMP Master Curves are
Fitted to the Data

The final step in creating the master curve in any parametric
analysis of any type of data is drawing in the master curve itself.
This can be done mathematically, based on least squares represen-
tation or a polynomial equation providing best mathematical fit,
but that may not provide the best curve for relatively long-time
extrapolation, as noted in the discussion of selection of the con-
stant in the parametric equation.

Some examples of this are apparent in the master LMP curves
for Fig. 2024-3 and 6061-3 for the aluminum alloys 2024-T851
and 6061-T651, respectively. Any calculations based on all of
the data points in either case would not have provided the de-
sired effect of bringing the relatively longer-time data into good
relationship for extrapolation. Fairing the curve with graphical
tools such as French curves is usually the step chosen in the final
analysis.

However, fairing in the perceived best-fit curve is not always an
easy change, especially when the variation in the data, such as a
single value of the parametric constant, C,, ., in this discussion,
provides a smooth fit throughout. The investigator must recognize
those cases where it is possible to “shade” the master curve one
way or the other depending on the weight given individual data
points when it is not clear which may be outliers. It is good prac-
tice to examine the effect of different renderings of the master
curve fit on the extrapolated values.

Applications When Microstructural Changes
are Involved

As noted earlier, one of the challenges in using the Larson-
Miller Parameter (and any other time-temperature parameter as
well) is dealing with high-temperature data for an alloy-temper
combination that undergoes some type of microstructural transi-
tion during high-temperature exposure. Examples would include
highly strain-hardened alloys, such as non heat treatable alloy
3003 in the H14 to H18 or H38 tempers (i.e. highly cold worked),
or heat treated alloys, such as 2024 or 6061 in the T-type tempers
(i.e. heat treated and aged).

Once again, there are some useful examples in the datasets in-
cluded herein, namely, 2024-T851 and 6061-T651.

Alloy 2024-T851. As discussed in the section “Effect of LMP
Constant (C,,,,) Selection,” the isostress calculations included in
Table 2024-1 show a fairly dramatic and consistent decrease in
C, \ip values with increasing temperature and time at temperature,
effectively increasing LMP value. As illustrated in the right-hand
column of Table 2024-1, at stresses at or above 37 ksi, an average
value of 21.8 represents the data well, but at lower stresses, a CLMP
value of 16 is indicated; the overall average value is 18.4.

This is an illustration of the transition from a precipitation-hard-
ened condition through a severely overaged condition to a near
fully annealed and recrystallized condition for 2024, with a signif-
icant change in C,,,, value associated with the initial and later
stages.

As illustrated in Fig. 2024-9, the use of the average or lower
C, \ip Values generally results in the best fit for extrapolations in-
volving higher LMP values. Also, as illustrated in the discussion of
2024-T851 in the section “Effect of LMP Constant (C,, ) Selec-
tion,” the lower values of C, , , also result in the more conservative
and consistent extrapolated stress rupture strengths.

Alloy 6061-T651. Thanks to a cooperative program between
Alcoa and the Metals Properties Council MPC, now known as the
Materials Properties Council, Inc.), the extensive set of data avail-
able for 6061-T651 is also available to illustrate this point (Ref 5).

Table 6061-1 summarizes the stress rupture strength data from
the creep rupture tests of 6061-T651 carried out over the range
from 200 through 750 °F, an unusually large range, and in several
instances replicate tests were made to identify the degree of data
scatter that might be expected. These data are plotted as a function
of time at temperature in Fig. 6061-1. The isostress calculations
for these data are represented in Table 6061-2. Because of the ex-
tensive range of data, an unusually large number of isostress cal-
culations were possible and used.

As illustrated in Table 6061-2, a wide range of CLMP values were
indicated, and for 6061-T651 as for 2024-T851, there was a transi-
tion in the range of values from an average of about 20 (range
17-22) at higher isostresses to around 14 (range 9-18) for lower
isostresses, the transition occurring at isostresses of about 6-9 ksi,
or around 600 °F. This is consistent with the fact that in this tem-
perature range and above, 6061 would undergo a microstructural
transition from the precipitation-hardened condition to that of an
annealed condition (effectively going from T6 to O temper).

Once again, the challenge in such a situation is the selection of
what C,, ., value to use. It is also reasonable to try an approach to



selection of the CLMP value that reflects the transition, that is, to

calculate the master curve using both the higher and lower C,,,
values plus an overall average. From these data for 6061-T651,
values of 20.3 and 13.9 were selected for the higher and lower
ranges, respectively, and a value of 17.4 for the overall average.

The three master plots generated using the three values of C,, .
are presented in Fig. 6061-3. Not surprisingly, the quality of the
plots in terms of fit to the data varies, with the higher and medium
C,\p Values illustrating better fit at higher stresses and the lower
C, \;p Value providing better fit at the lower stresses. Actually, the
fit with the average C,,,, value is reasonably good over the entire
range.

The next test of the approach becomes to see the effect on the
extrapolated values of rupture strength for 6061-T651 for service
lives of 10,000 and 100,000 h at various temperatures. The results
of the use of the three different C, ., values in extrapolating the
stress rupture strengths of 6061-T651 plate are:

C p=139 C . p=174 C =203
M Desired service LrTJF[’Jture Lr'\LAJE)ture Lr'\LAJ?)ture
°F °R rupturelife, H strength, ksi strength, ksi strength, ksi
212 672 10,000 35.0 35.0 35.5
100,000 31.0 32.0 33.5
300 760 10,000 23.0 24.0 25.0
100,000 16.4 18.0 20.0
350 810 10,000 15.5 16.0 17.5
100,000 10.0 12.0 14.0
400 860 10,000 10.0 11.0 12.5
100,000 6.5 8.5 9.5
500 960 10,000 6.5 8.0 8.5
100,000 4.0 5.0 5.5

Several trends are evident:

¢ Extrapolated rupture strengths at 10,000 and 100,000 h tend to
increase with increase in C, , value.

® The greatest range observed is for 100,000 h extrapolation at
300 and 350 °F, about 4 ksi; for the 10,000 h extrapolations,
the range is usually 2 ksi or less.

® Use of the average value of C,,,, provides about a good esti-

mate of the average extrapolated stress rupture strength.

How to Apply LMP with Microstructural Conditions. These
illustrations suggest that despite the fact that microstructural
changes take place as aluminum alloys are subjected to a wide
range of time-temperatures exposures, and these changes lead to a
relatively wide range or shift in C , , values, the parametric ap-
proach to analysis of the data is still potentially useful and may be
applied with care. The presence of such transitions does not elimi-
nate the need to get all the help one can in extrapolating to very
long service lives; it in fact exaggerates the value of using this ad-
ditional tool among others that may be available.

As noted previously, the greatest challenge in such cases is the
decision of which value of C, ., for should be used in the analysis.
The examples cited previously provide two most useful options:

® Place the greatest emphasis on those values reflecting the tem-
perature range for which predictions are needed. In other
words, use the CLMP value that best fits the region in which the
extrapolated values are likely to fall, i.e., the C,,,, reflecting
longer times at the lower temperatures if extrapolations at 150,
212, or 300 °F are involved, and the CLMP reflecting the higher
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temperatures or extremely long times at intermediate tempera-
tures if the extrapolations are at 350 °F or above.

® Use the average value of C,,,, for all extrapolations; generally
the variations will be less than +1 ksi.

IHlustrations of Verification and Limitations of LMP

It is crucial to be able to characterize the usefulness of paramet-
ric extrapolation via LMP or any other in terms of the expected
accuracy for long service applications. Yet there is seldom the op-
portunity to carry out creep rupture tests over the 10 to 20 years
needed to judge quantitatively how accurate are extrapolations
based on tests carried out for only 100 to 5000 h.

Among the steps taken by Alcoa in cooperation with the Materi-
als Properties Council and the Aluminum Association in the 1960s
was the conduct of creep rupture tests anticipated to result in rup-
ture lives at or beyond 10,000 h (Ref 13, 15). The tests were car-
ried out at Alcoa Laboratories and at the University of Michigan
using carefully controlled procedures and protected surroundings
such that the testing machines and strain recording equipment
were minimally disturbed throughout the multiyear duration.

Several illustrations of the results of these studies are re-exam-
ined below, with very interesting and useful results. In each case
illustrated, the short-time (<10,000 h rupture life) are analyzed in-
dependently using the available isostress calculations to generate
a value of C  , that would have been determined if only those
short-life data had been available. Then the long-life data
(>10,000 h rupture life are examined to determine the degree to
which extrapolation of the short-life data would have accurately
predicted the very long-life results.

Alloys 1100-O and H14

Table 1100-4 summarizes the short-life (<10,000 h) rupture
strengths for 1100-O and H14, and Tables 1100-5 and 6 present the
isostress calculations based on those short-life data for 1100-O and
H14, respectively. With the exception of two apparent outliers for
the O temper associated with one test a 300 °F, a value of C ., =
18.2 is strongly indicated for both tempers. That value was used to
calculate the LMP values in Table 1100-7, and the master curves in
Fig. 1100-7 (O temper) and 1100-8 (H14 temper) were generated.

For 1100-O, the long-life data (>10,000 h rupture life) are pre-
sented in Table 1100-8. Also included in the second block of
columns in Table 1100-8 are the LMP values and the extrapolated
stress rupture strengths for the observed long-time test results de-
rived from the curve in Fig. 1100-7 that was based on only the
short-life data and C,,, = 18.2.

The very long time extrapolated rupture strengths for 1100-O
are in extremely good agreement with the actual stress rupture
lives. To the precision available at the scales used, the extrapo-
lated values were essentially equal to the original test values. In
the worst cases, the predicted stress rupture strengths were within
+1 ksi (+7 MPa).

It is useful to note that 1100-O represents a material that was an-
nealed, i.e., fully recrystallized prior to any testing, and so it would
not undergo any significant microstructural changes during the
span of time-temperature tests, even at very high temperatures.
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Therefore, to explore the degree to which short-life data extrap-
olations for a strain-hardened temper of 1100 would correctly pre-
dict long-life test results, parallel sets of calculations were per-
formed for 1100-H14. The short-life data are presented in Table
1100-5, the isostress calculations in Table 1100-6, and the master
LMP curve based on the calculated C,,, = 18.2 is presented in
Fig. 1100-8. The long-life data for 1100-H14 are summarized in
Table 1100-9, along with the extrapolated values. In this case,
there was perfect agreement between actual test stresses and ex-
trapolated rupture strengths.

Thus, for moderately strain-hardened aluminum alloys as well
as annealed aluminum alloys it appears that the LMP approach to
extrapolation is rather reliable.

Alloy 5454-O

The fairly extensive data set for stress rupture strength of 5454-O
in Table 5454-3 offers another opportunity to check the ability to
project long-life rupture strengths from relatively short-life test re-
sults. In Table 5454-6, the data from stress rupture tests lasting less
than 5000 h were used to generate the constant CLMP for the LMP; it
was 13.5, compared to the value of 14.3 used in the archival analy-
sis or 13.9 in a more recent analysis. In the lower part of Table
5454-6, the results of stress rupture test lasting 10,000 h or more are
summarized, along with the values that would have been predicted
for stress rupture strength by extrapolation using the LMP analysis
generated solely from the short-time tests. The analysis is compli-
cated a bit by the fact that about half of the long-life tests were dis-
continued before failure was obtained.

As might have been expected, given the small variation in C,
value (13.5 versus 13.9 or 14.3), there is generally very good
agreement between the actual and predicted long-life stress rupture
strengths, often less than +1 ksi. The principal exception was the
stress rupture life at 20 ksi, for which the extrapolations with all
three values of C,,,, were about 17 ksi. This suggests that the test
result for 20 ksi was an outlier, not representative of the majority of
the data. That assumption is supported by the fact that the test re-
sult for 20 ksi at 212 °F was much longer than the comparable val-
ues at 300 and 400 °F based on their LMP values.

Incidentally, it appears from the analysis that most of the tests
that were discontinued were relatively close to failure lives, that
is, of course, on a logarithmic scale, so several thousand more
hours might have been involved.

Alloy 6061-T651

As illustrated in the section “Factors Affecting Usefulness of
LMP,” alloy 6061-T651, for which data are shown is one of many
aluminum alloys and tempers that would be expected to undergo
some microstructural change over the range of time-temperature
test conditions. Fortunately, the planners of the creep rupture pro-
gram referenced here (Ref 13, 15) considered these factors and
planned tests to determine the stress rupture strengths for lives
greater than 10,000 h. Table 6061-1 includes those long-time test
results, along with LMP calculations for the three values of C,, .
derived from the data considering the lower and higher test tem-
peratures and the overall average value. Some of the long-time
tests were discontinued for some reason, and these are included
with the appropriate indicators.

For purposes of this study, values of C,,,, were calculated using
only the stress rupture lives from tests in which the time to rupture
was less that 10,000 h. LMP master curves were generated using
only the short-life data (<10,000 h) and are presented in Fig. 6061-
3 utilizing the three values of C,,,, associated primarily with low-
temperature test, high-temperature tests, and the overall average.
Table 6061-6 includes the extrapolated stresses from each of the
three LMP master curves obtained using the LMP values C, , ., as-
sociated with the long-time stress rupture life values. Comparison
of the values in the Test Stress column (the third column) with the
three Extrapolated Stress columns provides an indication of the de-
gree of consistency between actual test results and extrapolations
based on the shorter life data (mostly less than 1000 h). Actually a
remarkable degree of agreement is found, seldom more than 1 ksi
disagreement, and perhaps the best agreement is with the LMP
master curve generated with the overall average values C,, ...
These results in general would indicate that the LMP approach
has some value as an indicator of long-time life expectations even
in situations where transitions in microstructure may occur over

the course of time-temperature conditions in the tests.

Limitations of Parametric Analyses

The principal limitations of parametric analyses of creep rup-
ture data are of four types:

¢ Insufficient raw data to generate adequate isostress calcula-
tions for C, ,

® Problems with compressed scale plotting

¢ The tendency to extrapolate the extrapolation

¢ Difficulties in getting a suitable fit for the parametric relation-

ship involved with the raw data

These are each discussed briefly below using the LMP analyses to
illustrate the points.

Limitation 1: Insufficient Raw Data to Generate Adequate
Isostress Calculations for C,,,,. As described in the illustrations
of how to carry out parametric analyses in the sections “Rate
Process Theory and the Development of Parametric Relation-
ships” and “Illustrative Applications of LMP, MHP, and DSP,” the
first requirement is for adequate data to carry out isostress calcula-
tions to generate constants for the equations, C,, ., in the case of
LMP. The most useful isostress calculations result from tests at
the same creep rupture stress at two or more different tempera-
tures. However, the same effect can be obtained by having over-
lapping test stresses at different temperatures so that isostress
value may be judged by interpolation of data at two different
stresses. The optimum situation is to have multiple opportunities
across the whole temperature range over which tests were made,
sufficient to see if a single value or narrow range of values will
provide a good fit for much of the data.

The inability to make at least such calculations can lead to dif-
ficulties in moving forward with the analysis. In that event, the
appropriate first step would be to try the nominal value of C,,,, =
20 as suggested in the original analysis by Larson and Miller. In
general, the values of C,, , for creep and stress rupture data for
aluminum alloys range from 13 to 17, so the value of 20 will pro-

vide a good first step.



After the master LMP curve for CLMP = 20 has been generated,
it is relatively easy to judge whether a higher or lower value of
C,,;p Would improve the fit. Reference to Fig. 1100-7 provides

some guidance in this respect:

¢ If data for individual temperatures are more right-to-left in
position as test temperature increases, as for C ., = 13.9 in
Fig. 1100-7, the value of C,, . is too low and a higher value
should be tried.

¢ If data for individual temperatures are more left-to-right in
position as test temperature increases, as for C ,,, = 25.3 in

Fig. 1100-7, the value of C,, . is too high and a lower value

should be tried.

Limitation 2: Problems with Compressed Scale Plotting. As
noted in the section “Factors Affecting Usefulness of LMP,”
among the variables influencing the precision and accuracy of
LMP analyses is the scale of plotting the test results. Plotting on
relatively compressed scales for either creep or stress rupture
strengths or for the LMP values themselves will have the effect of
minimizing scatter in the plot, possibly obscuring the fact that the
fit of the raw data is not very good. This tendency of compressing
the scatter may give the incorrect impression that good fit has
been achieved and introduce more variability in any extrapolated
values than desired.

To maximize the value of the analysis, it is best to use as ex-
panded scales as possible given the range of test results and LMP
values, giving the best opportunity to recognize temperature-to-
temperature variations.

Limitation 3: The Tendency to Extrapolate the Extrapolation.
The principal purpose of the development of a master curve is to
permit extrapolations of raw data to time-temperature combina-
tions not represented by the raw data themselves. With a good fit of
the data, there is good evidence that is a reasonable thing to do.

What is not recommended is to extrapolate beyond the limits of
the master curve itself, at least not significantly. To do so places the
investigator in a position where there are no data to support the ex-
trapolation, and one may miss a gradual positive or negative
change in slope of the extrapolated curve.

Limitation 4: Difficulties in Getting a Suitable Fit for the
Parametric Relationship Involved with the Raw Data. As noted
in several points discussed previously, the principal challenge in de-
veloping LMP master curves or any other type of master plot, is the
generation of suitable constants for the parametric relationship,
CLMP for the LMP function. While in some cases, reasonably uni-
form values will be generated from isostress calculations (see Table
5454-7), in other cases rather divergent values may be found (see
Table 6061-2).

Even in such cases, there often is a pattern that can be used to
judge the most useful value of C,, .. In the case of 6061-T651, it
was found that the overall average handled the data quite well in
general, as illustrated in Fig. 6061-3. In other cases, it may not be
so clear.

Experience has shown that when it is difficult to establish a
good average value of C, ., that fits all of the data well, it is best
to bias the value of constant to best fit the longer-time data at sev-
eral test temperatures. This is especially true when the principal
purpose of the master curve is to extrapolate to longer times at the
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individual temperatures, so the master curve is best based on data
representing the longest times and highest temperatures involved.
Figure 6061-3 is also a good illustration of that point.

In cases where the extrapolations of principal interest are those
at the lowest temperatures, say 150 to 212 °F (65 to 100 °C), it is
probably best to use a value of C, ,,, generated from that range of
temperatures if it differs much from the overall average value.

Presentation of Archival Master LMP Curves

Representative archival LMP master curves for the stress rup-
ture strengths and, where available, the creep strengths at 0.1%,
0.2%, 0.5%, and 1% creep strain for the alloys and tempers are
presented in the Data Sets at the end of this book.

Those master curves referred to as “archival” are from Alcoa’s
archives and are presented here as derived by Alcoa research per-
sonnel: principally, Robert C. Malcolm III and Kenneth O. Bogar-
dus, under the management of Alcoa Laboratories division chiefs
Francis M. Howell, Marshall Holt, and J. Gilbert Kaufman. This is
the group of Alcoa experts, most notably Malcolm, Bogardus, and
Holt, who did much of the original analysis leading to the creep de-
sign values for aluminum alloys used in publications such as the
ASME Boiler & Pressure Vessel Code (Ref 15). The majority of all
of the calculations were performed by Malcolm, a heroic task in
the days before desktop computers and Lotus or Excel software.

It is appropriate to note that all creep rupture testing for which
data are presented herein were carried out strictly in accordance
with ASTM E 139, “Standard Method of Conducting Creep,
Creep Rupture, and Stress Rupture Tests of Metallic Materials,”
Annual Book of ASTM Standards, Part 03.01.

Wrought Alloys

® 1100-O, H14, H18: stress rupture strength and, for the O tem-

per, creep strengths

2024-T851: stress rupture strength

2219-T6, T851: stress rupture strength

3003-0, H12, H14, H18: stress rupture strength

3004-0, H34, H38: stress rupture strength

5050-0: stress rupture strength

5052-0, H32, H34, H38: stress rupture strength

5052-H112, as-welded with 5052 filler alloy: stress rupture

strength

® 5083-H321, as-welded with 5083 filler alloy: stress rupture
strength

® 5154-0O: stress rupture strengths

® 5454-0, H34, as-welded H34: stress rupture strength and, for
the O temper, strength at minimum creep rate

® 5456-H321, as-welded with 5556 filler alloy: stress rupture
strength

® 6061-T6 and T651: stress rupture strength, creep strengths,
and strength at minimum creep rate

® 6061-T651, as-welded with 4043 filler alloy: stress rupture
strength

® 6061-T651, heat treated and aged after welding with 4043:
stress rupture strength
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® 6061-T651, as-welded with 5356 filler alloy: stress rupture
strength
® 6063-T5 and T6: strength at minimum creep rate

Casting Alloys

® 224.0-T62: stress rupture strength
® 249.0-T62: stress rupture strength
¢ 270.0-T6: 0.2% creep strength

® 354.0-T6: stress rupture strength
[ ]

C355.0-T6: stress rupture strength

Where possible, the more significant sets of raw data used in the
parametric analyses, especially for stress rupture strength, are also
presented herein. It is important to recognize that data other than
the tabular data presented here were also likely to have been con-
sidered in the final decisions about design values for any purposes
(Ref 14), and the data presented herein should be considered
representative of the alloys and tempers but not the sole source of
information for any statistical or design application.

As noted earlier, in presenting the LMP master curves, the term
“archival” is used in the titles when the curves being presented are
reproductions of the results of the original analyses by the Alcoa
Laboratories experts noted previously. In these presentations, the
precision of the values shown for the LMP constant C, , , are those
used by the original experimenters and analysts; in some cases
these are round numbers (e.g., 19 or 20), while in others as much
as three decimal places (e.g., 17.751) are used. Generally, the cal-
culations on which the original values of C,,,, were based are no
longer available, and it should be recognized that new investigators
using the same data might elect to utilize different values of C,, ..

Also included with the archival curves for the alloys and tem-
pers listed previously are some current LMP parametric plots
made by the author using the archival raw data to illustrate some
points about the usefulness and limitations of parametric analyses.
Those curves are not referred to as “archival.” Those too should
be considered as representative of the respective alloys, not of any
statistical or design caliber.

As noted previously, the English/engineering system of units is
given greater prominence in the tabular and graphical presenta-
tions herein because all of these data and the archival plots were
generated in that system. For those interested in more information
of the use of SI/metric units in parametric analysis, reference is
made to Appendix 4.

Software Programs for Parametric Analyses of
Creep Rupture Data

While the availability of spreadsheet software programs such as
Excel make the calculations involved in the application of para-
metric analyses such as the LMP to creep rupture data much more
efficient and effective than before such programs were available,
there have been some significantly greater strides made in this
area more recently. A specific example chosen to illustrate this ca-
pability is the Granta MI program module known as the “Creep
Data Summary” within the MI:Lab database program (Ref 16).

Granta’s MI:Lab is a sophisticated material property data stor-
age, analysis, and reporting program developed by Granta Design,
Ltd. of Cambridge, England. Its application modules include
tension, compression, relaxation, fracture toughness, and fatigue
crack propagation in addition to creep and stress rupture data, the
focus of this discussion. It encompasses statistics and graphics
among its analytical tools and incorporates database components
suitable for all structural materials including composites.

Focusing on the creep and stress rupture capability of Granta
MI:Lab, Fig. 2 illustrates which components of the system would
be employed, looking at the opening screen of the program. The
creep test data are put into the database, and the data are analyzed
with the statistical programs with output to the creep summary
builder. Users have the ability to use either the Larson-Miller Para-
meter (LMP) or hyperbolic tangent fitting as models for analysis.
For purposes of this volume, focus is given in the following infor-
mation to the LMP option.

In order to illustrate the application of this program to actual
data for an aluminum alloy, data for 2219-T6 forgings, heat
treated and aged at 420 °F, from Ref 17 were put through a repre-
sentative analysis in the MI:Lab creep module. While the data in
Ref 17 are not raw test data, but rather typical values gleaned by
analysis of many individual test results as described previously in
this volume, the usefulness of the evaluation is clear.

To start the process, the stress rupture data for 2219-T6 forgings
from Ref 17 were imported via Excel spreadsheet to the MI:Lab
module from the ASM Alloy Center on the ASM International
website (Ref 18). These same values are shown in Table 2219-1.
The individual doing the analysis has several decisions to make to
begin the process, including (a) which model to use, LMP or
hyperbolic tangent (tanh), (b) which creep rupture variable to use,
in this case, stress at time to rupture, or stress rupture strength; (c)
which C,, ., value (called K in this software) to use, and (d) the
number of terms desired in the polynomial equation for the fit.

Once these variables are set, the program proceeds with the
analysis and provides the user with the summary presentation of
the information illustrated in Fig. 3. That summary includes:

® On the right is a summary of the numeric results of the analy-
sis for the C, ...

® Upper left shows plots of the stress rupture strength data for
each temperature as a function of time to rupture.

® Lower left shows plots of the LMP (called K in the program)
for each temperature as a function of rupture life.

¢ In the center is the resultant master LMP curve, both average
best fit parabolic equation with the requested number of terms,
and minimum, based on the safety factor the user prescribes.
Note that the Granta MI:Lab software presents the LMP master
curve in semi-log coordinates, as discussed in the section
“Choice of Cartesian versus Semi-log Plotting,” and the units
used in the software are SI/metric.

This final semi-log LMP master curve from the Granta MI:Lab
software is also presented on a larger scale as Fig. 2219-2. Here
the first of two limitations to this software are noted, as the scales
and lack of intermediate scale division lines make interpolation
within the plot to any great precision rather difficult. The software
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output would be better served to include a larger-scale plot with
finer scale division.

For comparison, the short-time (up to 1000 h rupture life) stress
rupture data from which this plot was generated are summarized
in Table 2219-2, and isostress calculations were made to deter-
mine if a better fit might be obtained with a value of C,,,, other
than the 20 used arbitrarily in the MI:Lab analysis. It is interesting
to note that isostress analysis of the archival data for 2219-T6
forgings in Table 2219-2 led to an average C,,,, value of 24.7
rather than the nominal value of 20 selected for the MI:Lab analy-
sis. This illustrates the second shortcoming of the MI:Lab creep
software, as it would be a valuable enhancement to users for the
software to make the isostress calculations as part of the analysis
and draw the master curve with an optimized value rather than
rely on the investigator’s judgment or separate analysis.

As an added comparison, Fig. 2219-3 includes semi-log master
curve plots for values of C , , of both 20 and 24.7. While the

LMP
overall fit is clearly better with the higher value of C it is also

clear that neither takes very well into account theLg[Iforter-time
tests at 700 °F. This is a good illustration of the point made in the
section “Choice of Cartesian versus Semi-log Plotting” of how
extrapolated values will be impacted by the way the master curve
is drawn in areas where several options are suggested by individ-
ual data points. In the case of Fig. 2219-3, giving greater weight to
the 700 °F data will lead to more conservative (i.e., lower) extrap-

olated values in this region of the curves.

A Cartesian master curve for 2219-T6 forgings was also gener-
ated using a C, ., value of 25 (rounded from the calculated average
of 24.7 from the isostress calculation) and is presented in Fig.
2219-4. A comparison of the extrapolated 10,000 and 100,000 h
stress rupture strengths based on the two semi-log plots (Fig. 2219-
3) and the Cartesian plot (Fig. 2219-4) is shown in the lower part of
Table 2219-2; overall there are generally only small differences.

In summary, software systems such as Granta MI:Lab are avail-
able to aid investigators in their parametric analyses of properties
such a creep and stress rupture strengths. Investigators need to be
aware of the strengths and limitations of such software and apply
their own judgment to the output. In addition, the illustration here
using stress rupture data for 2219-T6 forgings seems to support
the discussion in the section “Choice of Cartesian versus Semi-log
Plotting” that semi-log plotting of master parametric curves does
not seem to add appreciably to the consistency or precision of the
extrapolation.

Application of LMP to Comparisons of
Stress Rupture Strengths of Alloys, Tempers,
and Products

While LMP analyses are usually aimed at the optimization of
extrapolation for a specific alloy and temper, they can also be use-
ful for comparing the performance of different tempers, products,
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Fig. 3 Creep Summary Module presentation of stress rupture data and LMP master curve for 2219-T6 forging

or conditions of a given alloy, or for comparisons of different
alloys. Several examples of such applications are described below
and included in the data sets to illustrate the following types of
comparisons:

» Different tempers of the same alloy

¢ Different products of the same alloy and temper

® Parent metal and welds of compatible filler alloys

® As-welded condition and heat treated and aged after welding
¢ Different alloys

The critical difference between analyzing any type of numerical
data using LMP or any of the other parametric relationships is the
approach to the calculation of the constant for the Larson-Miller
parameter, C,, .. In analyzing data for a given alloy, temper, and
product, the challenge is to determine the value of C,, , that pro-
vides the best fit of all of the available data for that particular mate-
rial. On the other hand, in preparing for comparisons of any two or
more sets of data for different lots, alloys, tempers, or conditions,
the challenge is to determine a value of C,, ., that adequately fits
both or all of the several sets involved.

As a result, in the latter case, it may sometimes be necessary to
use a less-than-optimal value of C,,,, for one or more of the indi-
vidual materials included in the comparison, but one that provides
sufficiently good fit for the multiple sets involved and so provides
a useful comparison.

In cases where it proves difficult or impossible to find suitable
value of C,, ., to fit the multiple sets of data for which a comparison
is being attempted, it is probably best to abandon this approach and

use direct strength-life plots at individual temperatures of interest.

Comparisons of Stress Rupture Strengths of
Different Tempers of an Alloy

Several opportunities exist within the archival data to compare
the stress rupture strengths of two or more tempers of a single alloy.

Figure 1100-9—Comparison of 1100-O and H14. As one
would expect, the LMP master curves for 1100-O and 1100-H14
converge rather smoothly at parameter values equivalent to rela-
tively short times at 600 °F or higher and relatively long times at
lower temperatures. This is associated with the gradual annealing
of the 1100-H14. It is clear, however, that the H14 temper offers
considerable advantage in stress rupture strength over the O tem-
per over much of the range.

Figure 3003-12—Comparison of 3003-O, H12, H14, and
H18. While the data for individual tempers of 3003 suggested
slightly different “best” values of C,, ., ranging from about 15 to
20 (Table 3003-2), a value of 16.6) optimum for the O temper pro-
vided a reasonable average for the group, leading to the compar-
isons in Fig. 3003-12. Overall, as expected, 1100-H18 showed the
superior relationship. Interestingly, there was little difference in the
parametric relationships for the H12 and H14 tempers, but both



were significantly superior to the O temper and about midway
between the O and H18 tempers. As expected the relationships for
all four tempers converged at time-temperature conditions consis-
tent with annealing of the strain-hardened tempers.

Figure 3004-4—Comparison of 3004-O, H34, and H38. As
for 3003, the relationships for various tempers of 3004 suggested
somewhat different optimal values of C_, ., but a value of 20 pro-
vided suitable data fit and a useful comparison for all of the tem-
pers, as in Fig. 3004-4. The comparison of 3004-O, H34, and H38
differed somewhat from the other comparisons, however, in that
the relationships for the three tempers converged at lower time-
temperature combinations, and there was significant advantage of
the H34 and H38 tempers over the O temper for a relatively nar-
rower range. This suggests that perhaps the lot of 3004-O for
which data were used in this study was not fully annealed to begin
with and through the test program underwent additional recrystal-
lization and softening.

Figure 5052-5—Comparison of 5052-O, H32, H34, and
H38. A value of C,,, of 16.0 appeared to reasonably characterize
most 5052 data, and Fig. 5052-5 was generated with that constant.
Significant advantages for the strain-hardened tempers existed
only at relatively moderate time-temperature combinations, with
convergence of the curves occurring at mid-range of the data. In
this instance there was little advantage for the H38 temper over the
H34 temper under any condition, but both showed some advantage
over the H32 and, of course, the O temper.

Figure 5454-20—Comparison of 5454-O and H34. Figure
5454-20 shows the LMP master curve for 5454-O and H34 based
on the same value of C,,,, as used for the O temper (C, ,,, =14.3).
As would be expected, the master curve and individual data points
for the H34 temper blend into the original curve for the O temper
as the LMP value increases, though the difference is not signifi-
cant except at lower test temperatures.

Figure 6061-5—Comparison of 6061-O and T6. As with
strain-hardened tempers, the master parametric curves for stress
rupture strength for T6-type tempers will converge with those for
the O temper as the time-temperature exposure increases. This is
illustrated for 6061-T6 in Fig. 6061-5, as beyond LMP values of
about 24,000, equivalent to exposures at 600 °F and above, the
two curves are coincident.

Figure 6063-3—Comparison of 6063-T5 and T6. In the case
of 6063, the TS temper refers to extruded shapes that are solution
heat treated and air or water quenched directly from the extrusion
press, while the T6 temper is intended to designate those extruded
shapes which, following extrusion, are given a separate furnace
heat treatment and subsequently water quenched before aging. As
illustrated in Fig. 6063-3, the T6 temper has consistently higher
strengths at minimum creep rate than those of the T5 temper, as
would be expected given the higher-quality heat treatment.

Comparisons of Stress Rupture Strengths of
Different Products of an Alloy

Figure 6061-4—Comparison of 6061-T651 Plate and
6061-T6 Sheet and Rod. Figure 6061-4 illustrates that there can
be significant differences in the stress rupture strengths of differ-
ent products of some alloys. When all plotted together with a
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LMP constant, CLMP, of 20.3, the stress rupture strengths of 0.064
to 0.125 in thick sheet and 3/4 in. diam rolled and drawn rod were
consistently higher than those of 1 to 11/2 in. thick 6061-T651
plate. The differences were as much as about 10 ksi at the maxi-
mum, and even at very high temperatures modest differences per-
sisted. This magnitude of effect is unexpected since the sheet and
rod would likely recrystallize more than thicker plate, usually

leading to lower static strengths at room temperature.

Comparisons of Stress Rupture Strengths of Welds
with Parent Alloys

Figure 5052-9—Comparison of 5052 Welds in 5052-H112
Plate with Various Tempers of 5052. The stress rupture
strengths of 5052 welds in 5052-H112 plate, tested as-welded,
appear from Fig. 5052-9, plotted with a C,, ., of 16, to be about
the same as those of 5052-H32 over the lower-temperature range.
In the higher-temperature, longer-exposure time range, the rupture
strengths actually seem modestly higher than those of 5052 plate
in various tempers, but this is probably a reflection of lot-to-lot
variations more than any reliable trend. It does give confidence
that the rupture strengths of welds would be at least as high as
those of the parent metal over much of the higher LMP range.

Figure 5454-20—Comparison of 5554 Welds in 5454-H32
Plate with Various Tempers of 5454. Plotted in Fig. 5454-20
along with data for 5454-O and H34, the stress rupture strengths of
5554 welds in 5454-H32 plate fall very close to the relationship for
5454-0. This is as would be expected because of the softening in
the weld zone resulting from the melting and resolidification of the
weld metal, plus the adjacent softening in the heat-affected zone.

Figure 6061-27—Comparison of 6061-T651 Plate and
4043 Welds in 6061-T651 Plate. The stress rupture strengths of
4043 welds in 6061-T651 are largely inferior to those of the parent
metal 6061-T651 plate itself, as illustrated in Fig. 6061-27. Those
curves are plotted using C,, ., of 17.4, less than optimal for the
4043 welds, but it is nevertheless clear that as-welded 4043 joints
have significantly lower strengths than the parent plate, with some
difference (2-3 ksi) existing even to relatively high temperatures.

Figure 6061-28—Comparison of 4043 Welds in 6061-T651
Plate, As-Welded and Heat Treated and Aged after Welding.
Heat treating and artificially aging 4043 welds in 6061-T651 plate
appears from the data in Fig. 6061-28 to only modestly improve
the stress rupture strength of the joints, and that effect appears sig-
nificant only to relatively modest temperatures. The stress rupture
strengths of the heat treated 4043 welds still fall significantly
below those of the parent 6061-T651 plate.

Figure 6061-29—Comparison of 4043 and 5356 Welds in
6061-T651 Plate. No optimum value of C,,,, could be estab-
lished permitting a completely satisfactory comparison of 4043
and 5154 welds in 6061-T651 plate; a value of C, , = 20.3 pro-
vided the relationships in Fig. 6061-29. In this chart, welds made
with 5154 filler alloy appear significantly superior in stress rupture
strength to those of 4043 welds when tested at lower temperatures,
but as temperature and time at temperature increase, the advantage
seems to shift to the 4043 welds. At the highest temperature for
which data are available for 5154 welds, 550 °F, the advantage for
4043 welds was about 2 ksi, more than 25%.
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Comparisons of Different Alloys

Figure 6061-30—Comparison of 6061-T651 and 5454-H34
plate. A reasonable comparison of interest to designers may be
whether or not to use 6061-T651 plate or 5454-H34 plate for some
type of tankage that requires sustained high-temperature loading.
While the optimal C,,,, for the two alloys and tempers were not
identical, a value of C_,,,, of 16 provided reasonably good compar-
isons and was used in producing Fig. 6061-30. As illustrated in that
figure, alloy 6061-T651 maintains a significant margin of higher
performance over most of the high-temperature range.

Figure 5456-7—Comparison of Stress Rupture Strengths of
Welds in 5052, 5083, and 5456. A value of C, , of 15 pro-
vided reasonable parametric relationships for 5052 welds in 5052
plate, 5183 welds in 5083 plate and 5556 welds in 5456 plate and
so was used to produce Fig. 5456-7. As shown there, the stress
rupture strengths of 5183 welds in 5083 and 5556 welds in 5456
are about equal over the entire range, not surprising given the
close agreement in chemical compositions of these alloys. The
stress rupture strengths of 5052 welds in 5052 plate were signifi-
cantly lower up to LMP values of about 14,000, but at more
severe time-temperature combinations leading to higher LMP
values there was little difference among the stress rupture
strengths of the three filler alloys. The +1 ksi differences would
not be considered statistically significant without confirmation
from much more extensive testing.

Application of LMP to High-Temperature
Tensile Data for Aluminum Alloys

While the application of the Larson-Miller Parameter and time-
temperature parameters to creep data, including rupture life and
times to develop specific amounts of creep strain (i.e., 0.1%,
0.2%, 1%, etc.), is fairly widespread, little use is generally made
of the parameters in analyzing other types of high-temperature
data for aluminum alloys.

One obvious example of other high-temperature data to which
the parameters might be applied is the tensile properties of alu-
minum alloys at temperatures above room temperature. For alu-
minum alloys, both the temperature and the time of exposure at
temperature affect the resultant values, and the effects of time at
temperature are cumulative if the exposure is alternating. As a re-
sult, graphical presentations of such data usually include a family of
curves, presenting either tensile ultimate and tensile yield strengths
as a function of temperature with a family of curves for different ex-
posure time, e.g., 100, 1000, and 10,000 h, or those properties as a
function of exposure time with a family of curves for each tempera-
ture. Illustrative examples of the two typical modes of graphical
presentation are shown for the tensile strength and tensile yield
strength of 5456-H321 in Fig. 5456-3 and 5456-4, respectively.

Since a family of curves is involved in each type of graphical
presentation, a systematic means of consolidating the properties
into a single continuous master curve would be of value, espe-
cially for extrapolation purposes, as with creep data.

Even before attempting such analyses, it is apparent from the
plots in Fig. 5456-3 and 5456-4 that the parametric approach may

not prove useful throughout the whole range of exposure tempera-
tures. That is primarily because, at relatively low temperatures (up
to ~212 °F (100 °C) and at relatively higher temperatures espe-
cially (above 450 °F, or 235 °C), the properties do not vary with
exposure time. It is not clear, for example, that long-time exposure
at 500 °F (260 °C) will ever result in strengths as low as exposure
even for short times at 600 °F (315 °C). Nevertheless, in the
midrange of temperatures, there is reason to believe that the para-
metric approach may be fruitful.

Based on isostress calculations of the data in Fig. 5456-3 and
5456-4, which led to quite a wide range for CLMP (~28-65), values
of 54 and 46 were chosen for tensile strength and yield strength,
respectively. The calculations of C ., led to the LMP master
curves in Fig. 5456-5 and 5456-6 for tensile strength and yield
strength, respectively.

The master curves for tensile strength (Fig. 5456-5) and tensile
yield strength (Fig. 5456-6) look remarkably uniform and are con-
sistent with most data points for intermediate temperatures; as
expected based on the previous observations, the major excep-
tions were those for the relatively low and very high temperatures.
It would appear that for the intermediate temperatures at least, the
LMP may be a useful tool for long-exposure extrapolation, but
that it must be used with caution, and with careful comparisons
with other graphical means of extrapolations.

Application of LMP to Microstructural Changes
and Corrosion Performance

While there has been little published on the application of
parameters such as LMP to project likely microstructural changes,
the usefulness of the parameters in extrapolating creep and
rupture life data provide some basis for the logic that what is really
being forecast are changes in microstructure. In a recent study at
Secat, Inc. (Ref 16), the authors made a useful study of that
potential.

The potential value of such an approach is illustrated by the
experience by the U.S. Navy and Coast Guard in which ships sta-
tioned for years in equatorial environments are subjected to end-
less hours of on-deck temperatures approaching 150 °F (65 °C). In
battle zones, high-temperature exposures are aggravated by tem-
perature increases from gun turrets firing at regular intervals. The
net result may be the equivalent of 20 to 30 years of exposure to
temperatures averaging 150 °F (65 °C). Some aluminum alloys
thought to be resistant to intergranular corrosion attack have expe-
rienced failures as a result of such exposures.

Aluminum-magnesium alloys containing more than 3% Mg, such
as 5456-H321, were widely used in ship superstructures before
about 1980 and experienced the type of failure described above.
Such exposures resulted in a gradual buildup of the magnesium-
bearing beta-phase precipitates along the grain boundaries of
such alloys, in turn making them susceptible to grain boundary cor-
rosion and exfoliation attack after many years of service (Ref 20).
Around 1980, a new temper was developed for high-magnesium-
bearing aluminum alloys, the H116 temper that was considered
much more resistant to such equatorial marine exposures and eas-
ily met the requirements of applicable ASTM Standard Test



Methods such as G 66 (Ref 21) and G 67 (Ref 22), and the re-
quirement for marine alloy plate in ASTM Standard B 928 (Ref
23). However, in recent years, more evidence of continued fail-
ures has been found.

As a result, there is a need for a more reliable means to predict
the performance effects of many years of exposure on the corro-
sion performance of aluminum alloys. The use of LMP to project
potential microstructural changes indicative of such susceptibility
appears to offer a means to achieve this.

In the initial study (Ref 16), the value of C,,,, of 20 recom-
mended by Larson and Miller and broadly supported in creep
testing on Al-Mg alloys was selected to determine short-term
exposures that might predict the microstructural conditions after
30 years of exposure at 150 °F (65 °C).

Using LMP, the exposure of about 30 years (e.g., 250,000 h) at
150 °F (610 °R; 65 °C) becomes:

LMP = 610(20 + log 250,000) = 610 X 25.383 = 15,483

For an equivalent rapid-response test to be complete in 4 h, the ex-
posure temperature must be:

15,483/(20 + log 4) = 15,483/20.598 = 752 °R or 292 °F (144 °C)

For an equivalent rapid-response test to be complete in 4 days
(96 h), the exposure temperature must be:

15,483/(20 + log 96) = 15,483/21.976 = 705 °R or 245 °F (118 °C)

These calculations utilizing the LMP suggested that relatively
short-time experimental exposures of either 4 h at 292 °F (144 °C)

As-received H116 temper
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or 96 h at 245 °F (118 °C) may be useful in predicting the effect of
marine service exposures of 30 years at temperatures up to 150 °F
(65 °C).

The results of the preliminary tests to explore this approach are il-
lustrated by the micrographs in Fig. 4. Included is the microstructure
of * in. thick commercially produced 5456-H116 as produced
and the microstructure after exposures of 4 and 96 h exposures at
292 °F (144 °C) and 245 °F (117 °C), respectively.

The as-produced 5456-H116 shows some precipitation, but not
concentrated along the grain boundaries where it would likely
lead to grain-boundary corrosion attack. On the other hand, after
exposure simulating 30 years at 150 °F (65 °C) per LMP analysis,
there is continuous grain-boundary precipitation of the beta
phase, indicating a high likelihood of some corrosion attack by
either exfoliation or stress-corrosion cracking on those grain
boundaries.

Thus, the LMP approach to simulating long-life service expo-
sures on the microstructures of aluminum alloys appears to be
preliminarily validated.

It appears that one step to usefully extend this study is to explore
the use of a value of C,,, more closely associated with tensile
properties at temperatures closer to those in the microstructural
study of interest, namely from 150 to 350 °F (65 175 °C). These
considerations lead to values of C around 50 rather than 20,

LMP
providing the following simulations of 30 years at 150 °F (65 °F ):

The critical LMP value: LMP = 610(50 + log 250,000)
=610X%55.383 = 33,783

Therefore, for a 4 h test: 33,783/(50 + log 4) = 33,783/50.598
=668 °R or 208 °F (98 °C)

After 4 days @ 243 OF
Simulating 30 yrs @ 150 °F

Fig. 4 Microstructure of 5456-H161 as-fabricated and following LMP simulation of 30 years of exposure at 150 °F
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And for a 4 day test: 33,783/(50 + log 96) = 33,783/51.976
=650 °R or 190 °F (87 °C)

Examinations of microstructures of 5456-H116 plate after expo-
sure to these short-time test periods also illustrated the grain-
boundary buildup.

Obviously, it will take many years to prove conclusively
whether this approach is accurate and reliable. Nevertheless, in
the short term, it offers a means of estimating microstructural
changes as a result of high-temperature exposures that mighty
otherwise be completely unpredictable.

Conclusions

The usefulness of the parametric relationships such as the Larson-
Miller Parameter (LMP) for the analysis and extrapolation of high-
temperature data for aluminum alloys has been described herein,
noting its considerable value for creep and stress rupture strength
projections. Illustrations have been provided of the relatively good
accuracy in using the Larson-Miller Parameter to project creep
strengths from data obtained in relatively short-term tests (<10,000
h) to rupture lives as great as 1 X 10°® h where actual long-term
testing was carried out to verify the extrapolations.

Some limitations that must be recognized in using time-tem-
perature parametric relationships have also been illustrated. While
master parametric representations of creep and stress rupture data
for aluminum alloys in tempers that do not undergo much mi-
crostructural change under the scope of conditions in the testing
are very uniform and represent the data quite well, the same may
not always be true for alloys in highly cold-worked or solution
heat treated tempers. In the latter case, considerable care must be
taken to obtain sufficiently representative data over as wide a
range of test conditions as possible and considerable judgment is
required in selection of the appropriate constant for the parametric
relationship (C, ., for the Larson-Miller Parameter).

About 100 archival Larson-Miller Parametric master curves
originally developed for aluminum alloys at Alcoa Laboratories
are included in this publication with Alcoa, Inc. permission. These
are illustrative examples typical and representative of the respec-
tive alloys and tempers, but have no statistical basis and therefore
are not to be considered as the basis for design.

An example of the application of LMP to the tensile properties
of one alloy (5456-H321) has also been illustrated, indicating its
limitations at relatively low temperatures (near room temperature
up to ~212 °F, or 100 °C) or at very high temperatures (at or above
500 °F, or 260 °C), but its potential value at intermediate tempera-
tures, say 212 to 450 °F (~100 to 230 °C).

An illustration has also been provided that parametric relation-
ships such as LMP may be used to develop simulations of the pos-
sible effects of very long high-temperature service on the
microstructure of aluminum alloys by defining what relatively
short-term exposures might best project such changes. An exam-
ple illustrating the ability to project the possible sensitization of
5456-H321 to intergranular corrosion attack after many years of
service exposure at temperatures in the range of 150 °F (65 °C)
has also been presented.
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